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Abstract: 

As the number of biomedical documents sets and medical datasets are increasing in size and dimensions, finding 
an essential key ICD based disease terms are difficultto extract in large training databases. Most of the 
traditional approaches use static ICD code extraction for the medical disease classification process. In this paper, 
a hybrid ICD-Disease clustering-based classification approach is designed and implemented on the large 
databases. In this work, a hybrid graph-based clustering algorithm is implemented in order to optimize the data 
clustering operation for the classification problem. Finally, a weighted neural network is applied on the clustered 
features for classification process. Experimental results show that the present model has high computational 
efficiency than the conventional models. 
Keywords: neural network, clustering, classification, medical datasets. 
 
1.Introduction  

Most of the multi-layer perceptron (MLP) is made up of three layers-input layer, hidden layer, and output 
layer. The hidden unit nodes have nonlinear activation functions and linear activation functions are available at 
the output. Every original input layer is multiplied by a weight that is transferred to the other layers. 
Reinforcement learning (RIL) is a precursor to deep learning, replacing many traditional algorithms of learning. 
Reinforcement Learning (RIL) has evolved in company with other disciplines like game theory, operation 
research, multi-agent systems. The main difference between classical methods and RIL is that knowledge is not 
assumed by the later and it is never dependent on infallible solutions.  With hardware requirements, the 
technical requirements for ANN-based machine learning are met. With the support of hardware enhancement, 
the deep modules inside ANN have transformed ANN into DNN (Deep Learning Neural Network). 

Clustering is one of the vitaltoolsind at a mining and knowledge discovery . Dueto mass ive  amounts 
of data collected in data bases,cluster analysis has beenrecentlybecomeahighlyactivetopicindatamining.MostlyK-
meansclusteringalgorithmisusedtogroupsimilarobjectstogether.But, it 
requiresthenumberofclusterstobespecifiedinadvancewhichisconsideredtobeoneoftheproblemofthisalgorithm.Thea
bilitytoautomaticallyclustersimilaritemstogether, allows one to determine hidden similarities and key concepts. It 
also summarizes a large amount of information intoa small number of clusters. Therefore, biomedical literature 
has become more complicated for understanding. Thus, there is a necessity of more efficient approaches in order 
to extract biomedical information from vast numbers of resources. An appropriate mining approach is required 
to be implemented in order to discover different types of knowledge from biomedical literature. In biomedical 
texts we can find a degree of term variation. Apart from this, biomedical term can contain numbers, capital 
letters inside words, hyphens and different special characters 

A group of researchers developed an advanced all path kernel technique in order to retrieve PPIs depending 
upon several lexical and syntactical features. In the subsequent time, approaches those depend upon deep neural 
network such as convolutional neural networks and recurrent neural networks have become more popular and 
widely accepted. In case of support vector machine, we have to select the neighboring word features, bag-of-
words features, distance features, keywords features and shortest-path features. In case of CNN-based approach, 
sentence sequence and shortest dependency paths are the inputs. But in case of RNN-based approach, there is 
only one input that is sentence sequence. The word, part of speech, position and embeddings are considered as 
the input representation in case of CNN and RNN schemes. At last, the majority voting scheme is implemented 
on SVM, CNN and RNN schemes. Some other researchers combined RNN and CNN approaches in order to 
present an extended and advanced hybrid approach. We can mention here that, the inputs for this model are 
sentence sequences and SDPs produced from the dependency graph.  The process of relation extraction is 
considered as the most important category of knowledge discovery. The most common and prime objective of 
all researchers is to detect relationships in between different biomedical concepts. Different numbers of 
approaches are implemented in the biomedical relation extraction process such as co-occurrence statistics, rule 
based techniques, pattern learning and classification . Some of the mostly used text mining processes are:- 
named entity recognition, text classification synonym and abbreviation extraction, relationship extraction and 
hypothesis generation. The named entity recognition process has the responsibility to detect particular names 
just like gene, protein, drug, chemical out of vast range of text. The process of text classification can be defined 
as a specific process that can automatically identify importance of a particular document. Apart from all of 
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these, emphasis is also given on recognizing synonyms and term abbreviations. Another important process is the 
process of relationship extraction. In the process of relationship extraction emphasis is given on the detection of 
occurrences of a pre-specified relation just like associative, chemical or regulatory relations among various 
entities. Again, process of hypothesis generation has the responsibility to produce additional interesting 
relationships those are not directly mentioned before. 

Biomedical repositories are large distributed systems in which each data center exchanges data 
throughout the network without centralized control. Each data node is directly linked to a large number of nodes 
within the overlay network. It is impractical to gather all the distributed data from the biomedical repositories 
into a centralized node or site and then perform the conventional data mining techniques. As the size of the 
biomedical data increases along with the available resources, traditional data mining models fail to find the 
efficient or optimized searching strategies on protein-protein interactions, gene-protein, and gene-disease 
associations. Also, traditional document classification models extract hidden patterns in the biomedical 
repositories to represent the document features in a concise format. Functional associations between genes and 
diseases are vital to enhancing high throughput in biomedical analysis. But still, there is no optimized technique 
developed for the detection of functional relationships among genes. Therefore, there is a need to find the 
functional relationship between genes and diseases using a big-data framework. The volumes of information are 
growing rapidly in different domains with the growth of distributed peers or networks. Document feature 
extraction is a reductive transformation of peer documents to generate a summary by selecting important 
information in the source document(s)[1]. 

Parallelism is a must to architectures based on DNN. Quick graphical process units, rapid RAM 
interactions are a major concern of this system. When a new hardware architecture is built, some custom chips 
must be created along with some vector processors. Specialized hardware and guaranteed communication across 
bandwidth are some other requirements in a DNN technical setup. The key objective of the new architecture is 
the concept of developing deep structure learning or hierarchical learning with generated features that shape 
other algorithms like twig join and N-list. Also, it should consider managing multiple sources of data. The 
solution would allow for a major deepening of the learning on data representation. [2] developed a novel method 
for finding the relationships between the gene sets. They used ontology structures to represent the relation 
between the genes and their properties. The probabilistic method is proposed based on the gene clusters and 
their properties to predict the new type of gene sets within the limited datasets. The major issues in this method 
include the false positive rate and error rate of the gene relationships and their neighbouring clusters. [3]  
proposed a novel approach to latent semantic indexing to cluster the datasets related to the genes. They used 50 
biomedical documents to find the genes and with the specified number of clusters to form the related clusters. 
The proposed latent semantic model requires high computational memory and time as the size of the biomedical 
gene documents is exponentially increasing. [4]  proposed a model for disease prediction in the mining and 
classification patterns. They used a microarray dataset to rank the pathways and to look for patterns related to 
the disease in limited data size. They used model random forest classification to filter and classify the patterns of 
the co-related disease in microarray datasets. For large datasets this model requires high computational storage 
and memory. 

 
2.Related Works 

[5]  proposed a novel pattern of gene-based diseases using the model of metagraph construction. In this 
model, protein to protein interactions and keywords for biological genes are extracted using metagraphic 
model to find patterns for the disease. This model is restricted to small datasets with no more than 10k 
instances. [6] proposed a new model for the selection and classification of genes for diseases using the Phase 
Diagram approach. They used various datasets of the microarray genes for prediction and classification of 
diseases. PHADIA method is effective for datasets with limited instance space for micro arrays.  [7] developed 
a model for detecting the gene pattern sequence in biomedical repositories. To find the correlation between the 
two sequences, they used genebank dataset as training data. Also, the proposed hidden markov model uses 
Genebank database to generate two or three states to represent the gene sequences. This model requires only 
two gene sequences, as each sequence increases in size or as the number of sequences increases, this model is 
not efficient for ranking. The above mentioned approaches involve maxi- mum entropy or support vector 
machines algorithm. The prime objective of this research work is to present an alternative approach for 
functionally annotating genes. This approach 
includesconstructionofefficientclassificationschemes,validationmodelsandgraphicalrepresentation of the 
outcomes. Apart from this, dimension reduction of the dataset is also another prime concern of this 
research work. The classification schemes are developed by considering the basic concepts of linear 
discriminant analysis approach. On the other hand, the validation models depend upon the concepts of 
statistical analysis and interpretation of theoutcomes.Multi-document clustering and feature extraction can 
be used to reduce inter-cluster variance, thus resolving this flaw. To remove knowledge duplication caused by 
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multiple original papers, this research considers a feature extraction technique as well as a key phrase 
clustering and pattern discovery approach.  

One of the most important methods in data mining and information exploration is clustering. Cluster 
analysis has recently become a hot topic in data mining due to large quantities of data obtained in databases. To 
group related objects together, the K-means clustering algorithm is commonly used. However, one of the 
problems with this algorithm is that it allows the number of clusters to be determined in advance. The ability to 
automatically group objects that are similar helps one to discover secret similarities and key concepts. In 
addition, it condenses a vast volume of data into a smaller number of clusters. As a result, interpreting 
biomedical literature has become more difficult. As a result, more efficient methods are needed to extract 
biomedical knowledge from large amounts of data. In order to discover various types of information from 
biomedical literature, an effective mining method must be introduced. There is a degree of term variance in 
biomedical texts. Aside from that, a biomedical term can include numbers, capital letters inside words, hyphens, 
and other special characters. 

Document clustering is a method of categorizing text documents into hierarchical clusters or categories, 
with documents in one cluster being similar and documents in other clusters being different. It's one of the most 
important aspects of text mining. According to Liping (2005), the development of the internet and analytical 
processes has paved the way for various clustering techniques. Text mining, in particular, has grown in 
importance, and it entails a variety of tasks, such as the development of granular taxonomies, document 
summarization, and so on, in order to extract higher-quality information from text. Most systems exhibit 
heterogeneous data stream uncertainty (Charu Aggarwal et al 2003). However, the latest methods for clustering 
heterogeneous unpredictable data streams are unsatisfactory in terms of clustering performance. Guo-Yan 
Huang et al. (2010) proposed an ambiguity-based clustering approach for heterogeneous data streams. The H-
UCF frequency histogram aids in the tracking of categorical statistic characteristics. Initially, the latest 
technique is proving to be more useful in terms of clustering efficiency than UMicro, since it constructs' n' 
clusters using a K-prototype algorithm. 

[8] reported on a new biomedical language learning techniques which use the Unified Modelling Language 
(or the Unified Modelling Language, as it is known in North America) . Biological knowledge is created on a 
continuous basis in terms of how it flows from one generation to the next. Therefore, with each passing day, the 
amount of medical literature also increases. Ontologies have the duty to serve as the lingua franca. Thus, these 
books are excellent sources of biomedical information, conceptual understanding. In this study, an advanced 
technique is applied to generate biomedical ontologies. In terms of presentation, their method is a full use of 
natural language processing as well as well as evolutionary approaches various concepts and relationships are 
presented Furthermore, they have developed a new approach in which they use UMLS to merge different 
concepts as an addition to their previously developed algorithm. Furthermore, they also applied different 
strategies to find and exploit themes and character types by means of OWL. These archetypes can guide the 
extraction of the complete knowledge[9]. Finally, they sought to incorporate axioms into their system. 
Additional research can be done to improve the above model. 

[10] found successful in semi-supervised autoencoders in semi-supervised learning applications.  The 
responsibility to generate different types of knowledge like protein-protein interactions, drug interactions, and 
drug-drug interactions are part of the biological literature[11-14]. The objective of biomedical extraction is to 
automatically extract various relations in text relevant to the biomedical discipline.  
3. Proposed Model 

 A large part of traditional extraction-based medicine does on supervised machine learning. Consequently, all 
of the mentioned strategies and techniques are grounded in labeled data. However, there are enormous quantities 
of biomedical text records in the PubMed that remain unlabeled. In order to alleviate the burden of labeling, 
computational approaches are preferable. A complex semi-supervised approach uses a variational autoencoder 
to automate the entire medical relation process. Three things are needed to understand people: classes, encoding, 
and decoding. This approach utilized new and extremely advanced text mining and network analysis methods to 
find genes that operate at high altitudes This project's aim is to detect high altitude sickness genes in every 
functional association This paper claims to have found the gene networks that govern these ailments. Concepts 
pertaining to gene interaction and analysis have been given in a straight forward manner, rather than in 
literature. First, co-occurring gene pairs are extracted from the MEDLINE database by a mining algorithm. in 
the next phase, each and every gene pair has its own weight is combined according to their co-occurrence. At 
long last, various statistical measures are applied to an efficient ICD  network in order to search for new 
associations. In the future, full text posts and text mining could resolve current and future model problems for 
this strategy. The amount of biomedical information that can be absorbed is great, since it will assist the 
scientists to comprehend the complete design and execution of biochemical mechanisms. Moreover, it will also 
teach you about genes and proteins within gene networks. In the future, researchers can make new models out of 
protein-protein interactions using this one to add to it. Again, documents within a specific context can be 
referred to as clusters. All classical document clustering methods ignore the notions of topic and concept 
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distribution. It has the obligation to make the most of the collected sum of documents' Furthermore, this 
framework makes use of the semantic that data processing consists of the discrimination of terms. It also 
educates various contexts. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1: Proposed Model 

Algorithm 1: Graph clustering based classification  
Input :,ICD and Disease classification 

Procedure: 

1. Initialization of graph paramters. 
2. Get initial clusters using optimized kmean similarity measure on the graph nodes 

Pr(v .v ) probability that features of v , v  vertices appear in the same document.
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3. Cluster-set[]=Kmeans(G); 

4. For each peer or node k
p  in cluster i 

5. Do 

6. For each document 
C ,i

D
jd
 in cluster i of  k

p  

7. For each phrase m
ph  in 

C ,i

D
jd
 //  m phrases 

8. Do 

9. Features[]=Features( m
ph ); // Disease releted ICD codes 

10. 1v = Features [0];// initialize first term in vertex 

11. If  1v  is not in Graph G  

12. Add  1v  to Graph G. 

13. Endif 
14. For each term Features [id] // id=2,3….len(terms) 
15. Do 

Biomedical disease 
documents 

Proposed ICD-Disease 
clustering model 

Medical datasets ICD codes 

Proposed weighted ANN 
classifier  

Results 
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16. [id]
id

Featuresv   

17. 1 [id 1]
id

Featuresv     

18. For each biomedical document PBD[i] 
Do 

19. If( 1(( , ) [ ])
id id

v v PBD i   

20. then 
 

1 2 1 2

id id 1

rank rank rank rank

Pr ob(BKT[j] / PBD[i]) Pr ob(BKT[j] / PBD[i])
Weighted  edge feature rank WEFR((v , v )) log( )

max{ICD ,ICD(Disease) } min{ICD , ICD(Disease) }



 

 
 

21. 1 1( , , (( , )))
id id id id id

e v v WEFR v v   

22. If id
v    G 

23. Then 

24. Add id
v

to G 
25. End if 
26. 7:  Construct the filtered top k-clusters FC[k]. 
27. 8:    For each ranked feature FC[i] do 
28.          Check the  distance metric >0 
29.                                 If(dist(SC[i],C[k])>0) 
30.                                 Then 
31.                                        Classify the instance SC[i]. 
32.                                 End if 
33. 9:  done 
34. Using the standard deviation of the class labels, the T-statistical weighting measure is used to find the 

variation in the gene characteristics. It is basically the ratio of the class label to the maximized standard 
deviation.  

P N

2 2
P N

P

N

W1     -----(1)
max{ / | P |, / | N |}

where  is the mean of the positive cluster class samples

 is the mean of the negative cluster class samples.
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

 
 

35. It is the maximization of feature correlation, hybrid t-test and hybrid SNR ratio. This measure of 
ranking is used to select the optimum functionality of the binary class in each cluster. 

36. Weights W[]=Max{W1,W2} 
37. Defining the input, hidden and output layers to neural network algorithm. 

4.Experimental results 

Experimental results are simulated in java environment with ICD training data and medical disease datasets. 
Following are the input sample datasets and ICD codes extraction screenshots. 
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Sample Data in xml format: 

 
 

Table 1 Average ICD  term context similarity on different training Documents 

Medlinesize BioNER  Naivebayes SVM RF Proposed Model 

#50 0.676 0.856 0.763 0.89 0.979 

#25 0.766 0.832 0.785 0.78 0.971 

#75 0.788 0.787 0.767 0.91 0.985 

#100 0.846 0.898 0.897 0.945 0.964 

Table 1 representS the average ICD disease context similarity accuracy on different Medline document sets. 
From the figure , it is clear that proposed model has high preprocessing rate compare to traditional model in 
terms of clustering and classification process. 
 

Table 2 :Runtime(secs) comparison of Medline preprocessing models on Medline Datasets 

Medline BioNER  Naivebayes SVM RF Proposed 

size Model 

#25 244 249.5 218.9 239.9 212 

#50 256 252.2 324.8 318.7 23 

#75 453 253.2 419.1 448.9 289.7 

#100 532 485.7 572.1 593.6 301.9 

#125 684 543.5 729.5 679.3 387.3 

Table 2 describes the runtime comparison of proposed model to the existing models in terms of milli-secs. From 
the table , it is clear that proposed model has less time complexity compared to traditional models. 
 

 
Figure 2:Performance of runtime measure on the bimedical ICD entity sets. 
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Figure 2 describes the runtime comparison of proposed model to the existing models in terms of milli-secs. 
From the figure , it is clear that proposed model has less time complexity compared to traditional models. 

 
Table 3: Performance comparison of the proposed model to the existing models in terms of gene or protein 

related documents count. 
  ICD-Disease  Related Documents 

Documents 
size 

Bioner BAYESIAN 
RANKING 

NMF IDR Proposed 

#5k 485 574 746 757 1043 

#10k 2874 3874 5833 5893 6987 

#15k 7973 8944 9763 10723 13878 

#20k 8828 10883 13781 15872 18567 

#50k 20848 25873 28774 34788 43847 

Table 3, describes the number of relevant document extraction using the ICD and Disease patterns .  From the 
table, it is observed that the traditional models have less document extraction process based on ICD-disease 
compared to the proposed model.  
 
5.Conclusion 

In this paper, a hybrid cluster-based classification model is designed and implemented on the medical databases. 
Since, most of the conventional approaches are difficult to find the ICD codes in the medical databases, it is 
necessary to integrate the ICD codes in the biomedical medical datasets. In this paper, a hybrid clustering model 
is implemented on the training medical datasets. These clustered ICD codes are given to the training medical 
datasets for classification problem. Experimental results show that the present model has high computational 
efficiency than the conventional approaches on large medical datasets. 
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