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Abstract: Diabetic retinopathy (DR) is a severe complication of diabetes mellitus and a leading 
cause of vision impairment and blindness globally. Early detection and accurate classification of 
DR are critical for preventing severe vision loss. Automated detection systems using supervised 
learning algorithms have significantly improved the accuracy and efficiency of DR diagnosis and 
have revolutionized DR detection by leveraging fundus images to classify the severity of the 
disease. The focus has also expanded to not only detecting the presence of DR but also assessing 
its severity, thereby enabling tailored treatment strategies. Techniques like transfer learning and 
ensemble models have shown great promise in refining predictions and addressing the challenges 
of limited labeled data. Additionally, the exploration of hybrid models that combine traditional 
machine learning algorithms with deep learning frameworks has further enhanced classification 
performance, making these systems more robust and efficient. Overall, these advancements 
underscore a transformative shift in diabetic retinopathy care, moving toward more automated and 
accurate diagnostic systems that promise improved patient outcomes.In our analysis using the 
KNN algorithm demonstrated better results, these findings align with current advancements, 
underscoring the potential of KNN and its variants in enhancing the early detection and 
classification of diabetic retinopathy.  
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Introduction 

Diabetic retinopathy is a serious complication of diabetes that affects the eyes, resulting from 

damage to the blood vessels of the light-sensitive tissue at the back of the eye, known as the retina. 

It is a condition that can develop in anyone who has type 1 or type 2 diabetes, and its likelihood 

increases with the duration of diabetes and poor blood sugar control. In the early stages, diabetic 

retinopathy may cause no symptoms or only mild vision problems, but as it progresses, it can lead 

to severe vision impairment and even blindness [1]. 

The primary cause of diabetic retinopathy is prolonged high blood sugar levels, which cause 

damage to the blood vessels in the retina. The retina captures light and sends signals to the brain, 

allowing us to see. High blood sugar levels can result in microaneurysms—tiny bulges in blood 

vessels that may leak fluid and blood—retinal ischemia, and the growth of new, abnormal blood 

vessels, known as neovascularization. These changes lead to two major types of diabetic 

retinopathy: non-proliferative and proliferative. Non-proliferative diabetic retinopathy (NPDR) is 

an early stage where blood vessels in the retina are weakened, while proliferative diabetic 
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retinopathy (PDR) is a more advanced stage where new, abnormal blood vessels grow in the retina 

and the vitreous gel inside the eye [2]. 

To understand diabetic retinopathy better, it is important to familiarize oneself with several key 

medical terminologies. Microaneurysms are small bulges in blood vessels in the retina that may 

leak fluid, and hemorrhages refer to bleeding from these blood vessels. Exudates are lipid or 

protein deposits on the retina resulting from leaking blood vessels, while macular edema is the 

swelling of the macula (the central part of the retina) due to fluid accumulation. Neovascularization 

refers to the formation of new, often fragile, blood vessels that can bleed easily, and vitreous 

hemorrhage is bleeding into the vitreous humor, the gel-like substance inside the eye. Traction 

retinal detachment occurs when scar tissue pulls the retina away from the back of the eye. 

Diagnostic tools include optical coherence tomography (OCT), a non-invasive imaging test using 

light waves to take cross-sectional pictures of the retina, and fluorescein angiography, which uses 

a special dye to illuminate the blood vessels in the retina [3]. 

Early detection of diabetic retinopathy is crucial to prevent vision loss, and several methods and 

tools are used to identify and diagnose the condition. Fundus photography provides high-resolution 

images of the retina to detect and document the extent of retinal changes over time [4]. 

Diabetic retinopathy progresses through several stages, each with varying degrees of severity. Mild 

non-proliferative retinopathy is characterized by the presence of microaneurysms, moderate 

nonproliferative retinopathy involves blocked blood vessels, and severe non-proliferative 

retinopathy sees even more blood vessels being blocked, depriving several areas of the retina of 

their blood supply. Proliferative diabetic retinopathy (PDR) is the advanced stage where signals 

sent by the retina for nourishment trigger the growth of new, abnormal blood vessels. These new 

blood vessels grow along the retina and the surface of the vitreous gel. While these vessels do not 

initially cause symptoms or vision loss, their thin and fragile walls can lead to severe vision loss 

and blindness if they leak blood [5].However, the advent of deep learning, especially convolutional 

neural networks (CNNs), has revolutionized DR detection by enabling automatic feature extraction 

from retinal images, thus improving diagnostic performance, the difference between normal retina 

and DR is visible in the fig. 1. 

 

Fig. 1.  Normal Retina and Diabetic Retinopathy  
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Preventing diabetic retinopathy involves taking steps to manage diabetes effectively. Regular eye 

exams are crucial for early detection and prevention of vision loss. Controlling blood sugar levels 

within target ranges can prevent or delay the onset of retinopathy, and managing blood pressure 

and cholesterol levels is equally important. Quitting smoking and maintaining a healthy diet and 

regular physical activity can also help manage diabetes and overall health, reducing the risk of 

diabetic retinopathy [6]. 

Related Work 

In the late 1990s, early applications of KNN in medical image analysis laid the groundwork for its 

use in DR detection. By the early 2000s, researchers began applying KNN to classify DR stages, 

achieving modest accuracy levels due to limited computational power and dataset sizes [7]. As 

computational capabilities and data availability improved, so did the performance of KNN-based 

models. In 2010, a study utilized KNN for DR detection, achieving an accuracy of 75% by 

optimizing the distance metric and incorporating feature selection techniques [8]. 

In recent years, several supervised learning algorithms have been extensively applied to diabetic 

retinopathy (DR) detection, with varying degrees of success in terms of accuracy, sensitivity, and 

specificity. Convolutional Neural Networks (CNNs) have emerged as the dominant approach in 

the field, largely due to their ability to efficiently process visual data and extract hierarchical 

features. Among these, models such as DenseNet and EfficientNet have shown remarkable 

performance. EfficientNet, in particular, has demonstrated an accuracy of up to 95%, benefiting 

from its optimized scaling of model dimensions, which helps balance between accuracy and 

computational cost. Similarly, DenseNet has been effective at maintaining high accuracy while 

preventing overfitting, especially in small datasets [9], [10],[11]. 

Support Vector Machines (SVMs) have also proven useful in binary classification tasks related to 

DR, particularly when integrated with feature extraction techniques like wavelet transforms. Such 

integrations have resulted in competitive accuracy, with some studies reporting results between 

88% and 92% [12]. Their proposed system demonstrated a high level of efficacy in classifying the 

entire dataset derived from test images. The SMO-GBM classifier is capable of further subdividing 

the data into specific subclasses, achieving an impressive average accuracy of 97.5%. The 

approach facilitates not only the detection but also the grading of diabetic retinopathy, categorizing 

abnormalities into three levels: soft, moderate, and severe. [13]. 

They conducted a critical analysis of various Convolutional Neural Networks (CNNs), focusing 

on the image features they learn during the training process to predict and substantiate their clinical 

relevance. The experiments are carried out on publicly available fundus datasets, namely 

EyePACS and DIARETDB1, yielding an accuracy ranging from 89% to 95%. [14]. 

Hybrid models, which combine CNN architectures with other classifiers such as SVM, have shown 

promise. For instance, MobileNetV2 combined with SVM achieved an accuracy of 95%, 

demonstrating both high performance and computational efficiency. Such hybrid models are 

particularly effective in balancing feature extraction and classification tasks, making them suitable 

for mobile and low-resource environments [10], [15]. 
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These findings reflect the continuous evolution and improvement of KNN-based models in DR 

detection, driven by advancements in computational power, data availability, and algorithm 

optimization. The ongoing research and development in this field promise further enhancements 

in the accuracy and efficiency of automated DR detection systems. 

These advancements highlight the potential of supervised learning algorithms to revolutionize DR 

detection and classification, facilitating early diagnosis and timely intervention. This paper reviews 

the latest supervised learning models and their applications in DR detection, emphasizing their 

performance, efficiency, and implications for clinical practice. 

Supervised Learning 

Supervised learning is a type of machine learning where an algorithm is trained on labeled data. 

This means that the input data is paired with the correct output. The goal is to learn a mapping 

from inputs to outputs so that the algorithm can make accurate predictions on new, unseen data. 

Common tasks include classification, where the output is a category, and regression, where the 

output is a continuous value. Supervised learning algorithms include linear regression, decision 

trees, and neural networks. The effectiveness of these algorithms depends on the quality and 

quantity of the training data. 

Classification 

Classification is a supervised learning task where the objective is to categorize input data into 

predefined classes. Each input is assigned a class label based on its features. Common applications 

include spam detection in emails, disease diagnosis, and image recognition. Algorithms used for 

classification include logistic regression, support vector machines (SVM), and k-nearest neighbors 

(KNN). The performance of classification models is typically evaluated using metrics like 

accuracy, precision, recall, and F1 score. 

Prediction 

Prediction in machine learning refers to the process of using a trained model to make inferences 

about unknown data. It can apply to both regression and classification tasks. The model leverages 

patterns learned from the training data to predict outcomes for new instances. Predictive accuracy 

is crucial for real-world applications such as stock price forecasting, weather prediction, and 

personalized recommendations. Key to successful prediction is the model's ability to generalize 

from the training data to unseen data. 

Random Forest 

Random Forest is an ensemble learning method used for both classification and regression tasks. 

It constructs multiple decision trees during training and outputs the mode of the classes for 

classification or the mean prediction for regression. This approach reduces the risk of overfitting 

and improves model accuracy and robustness. Random Forest is known for its simplicity and 

effectiveness, making it a popular choice for various applications including medical diagnoses, 

financial predictions, and image recognition. 
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LogitBoost 

LogitBoost is an ensemble learning algorithm that uses boosting to improve the performance of 

classification models. It builds a series of weak classifiers, typically decision stumps, and 

combines them into a strong classifier. Each new classifier is trained to correct the errors of the 

previous ones by focusing more on the misclassified instances. LogitBoost uses a logistic loss 

function, which is suitable for binary classification problems. It is effective in reducing bias and 

variance, leading to improved prediction accuracy. 

Filtered Classifier 

A Filtered Classifier is a machine learning model that applies data preprocessing steps before 

training. This can include techniques like normalization, discretization, or feature selection to 

enhance the quality of the input data. By filtering the data, the classifier can achieve better 

performance, as the preprocessing steps help to remove noise, handle missing values, and reduce 

dimensionality. This approach is particularly useful in scenarios where the raw data is noisy or has 

irrelevant features. 

Randomizable Filtered Classifier 

A Randomizable Filtered Classifier extends the concept of a Filtered Classifier by incorporating 

randomness into the preprocessing steps. This can involve random selection of features or data 

instances, adding stochastic elements to the filtering process. The introduction of randomness can 

help improve the robustness and generalizability of the model, as it prevents overfitting and 

ensures that the classifier does not rely too heavily on specific features or instances. This method 

is useful for enhancing model diversity and performance. 

Hoeffding Tree 

Hoeffding Tree is an incremental decision tree algorithm suitable for large datasets and data 

streams. It uses the Hoeffding bound to determine the number of observations needed to make 

statistically significant decisions at each node. This allows the tree to be constructed efficiently in 

a single pass through the data, making it ideal for real-time applications. Hoeffding Trees are 

capable of adapting to changing data distributions, providing a scalable solution for dynamic 

environments. 

IBK 

Instance-Based K-Nearest Neighbor (IBK) is a lazy learning algorithm used for classification and 

regression. It stores all training instances and makes predictions based on the majority class (for 

classification) or average (for regression) of the k-nearest neighbors in the feature space. The value 

of k can be adjusted to balance between bias and variance. IBK is simple to implement and can be 

effective for problems where the decision boundary is complex and not well-defined by parametric 

models. 

 

Method  

 

There are many methods suggested by different researchers for extracting the features, here we 

have first normalized the given images by performing resizing, cvtcolor and equalize adapthist. 

The equalizer adapthist function actually splits the image into rectangular sections and then 

computes the histogram for each section. The pixel intensity values are redistributed which 
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improves the contrast and also enhances the details. After performing those operations the input 

image is subjected to feature extraction using a deep convolutional neural network basically used 

for classification. 

 

In this paper we have considered the Messidor-2 dataset which has five groups based on the 

severity of the diabetic retinopathy. The groups are classified as 0- no DR, 1- mild non proliferative 

DR, 2- moderate non proliferative DR, 3- severe non proliferative DR and 4- proliferative DR. 

The generated feature set is then feeded to different supervised algorithms using the Weka tool to 

find out the best one to fit.  

 

 
 

Dataset  

The Messidor-2 dataset is a collection of medical images used primarily for the development and 

evaluation of algorithms for the automatic detection of diabetic retinopathy and its severity. The 

Messidor-2 dataset is an extension of the original Messidor dataset, which was created to support 

the development of computer-aided diagnosis systems for diabetic retinopathy. Diabetic 

retinopathy is a complication of diabetes that affects the eyes and can lead to blindness if not 

detected and treated early. Automatic detection systems can help in early diagnosis and treatment, 

improving patient outcomes.The Messidor-2 dataset contains a set of retinal images that have been 

annotated by medical experts. These images are collected from diabetic patients and include a 

range of conditions from no diabetic retinopathy to severe cases. The annotations typically include 

the presence and severity of diabetic retinopathy and diabetic macular edema, which is swelling in 

the part of the retina called the macula. 
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  Table 1: The result of prediction applied using Weka tool. 

These results are shown in the graph below. 

                 
 

Figure 2: Showing the performance of algorithms for the test dataset. 

 

Conclusion: The recent advancements in the field of diabetic retinopathy (DR) have significantly 

enhanced the capabilities for early detection and accurate grading of the disease. The integration 

of machine learning, particularly deep learning techniques like Convolutional Neural Networks 

(CNNs), has demonstrated remarkable performance in analyzing fundus images and improving 

both sensitivity and specificity in clinical assessments. These innovations not only facilitate timely 

interventions but also pave the way for personalized treatment strategies tailored to individual 

Algorithm Precision Recall F Measure MAE TP rate FP rate 

Prediction 

Accuracy 

LogitBoost 0.831 0.75 0.738 0.1289 0.75 0.054 75 

Filtered Classifier 0.903 0.786 0.803 0.0913 0.786 0.047 78.57 

Randomizable 

Filtered Classifier 0.896 0.75 0.764 0.1045 0.75 0.054 75 

Hoeffding Tree 0.921 0.857 0.864 0.0685 0.857 0.031 85.71 

Random Forest 0.849 0.679 0.687 0.1823 0.679 0.129 67.85 

IBK 0.921 0.857 0.864 0.0725 0.857 0.031 85.71 
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patient needs. In this work, we were able to find comparisons between various algorithms and 

show better predictions compared to others. Moreover, hybrid models that combine traditional 

machine learning with advanced deep learning methods have further strengthened classification 

performance, addressing the challenges associated with limited labeled data. Overall, these 

developments represent a transformative shift in diabetic retinopathy care, moving toward more 

automated, precise, and efficient diagnostic systems that promise to improve patient outcomes and 

quality of life. 
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