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Abstract 

The ARIMA model is utilized for the purposes of forecasting in this study, which delves into the 

analysis of mortality caused by Chronic Kidney Disease (CKD) in South Korea. In order to investigate 

the underlying patterns in the CKD mortality data, a number of diagnostic tests, including as the 

Augmented Dickey-Fuller test, the autocorrelation function (ACF), the partial autocorrelation function 

(PACF), and the Box-Jenkins model, were carried out. After that, the ARIMA model was used to 

produce projections for the future based on the patterns seen in the past. These findings shed light on 

probable patterns and oscillations in CKD death rates in South Korea, which offers critical insights for 

public health interventions and policies that aim to reduce the burden of CKD in the country. 
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Introduction 

The chronic kidney disease, also known as CKD, is a major cause of concern when it comes to global 

health because it affects millions of people all over the world. Even South Korea, which is widely 

known for having one of the world's most developed healthcare systems, is not exempt from this 

prevalent illness. This study studies CKD-related mortality in South Korea in order to better understand 

the dynamics of CKD deaths, which is a vital component in the process of establishing effective 

healthcare policies. This study aims to estimate future trends in CKD fatalities by making use of the 

AutoRegressive Integrated Moving Average (ARIMA) model. In doing so, the researchers hope to make 

it easier to come up with well-informed policy about healthcare. 

This inquiry makes use of a wide variety of statistical analysis techniques in its methodology. The 

stationarity of the CKD mortality time series data is evaluated using a technique called the Augmented 

Dickey-Fuller (ADF) test. This stationarity evaluation is a crucial prerequisite for time series analysis. 

After that, autocorrelation and partial autocorrelation functions (also known as ACF and PACF) are 

investigated to unearth any temporal relationships or patterns contained within the data, which assists in 

selecting the most appropriate ARIMA model. 
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The utilization of the Box-Jenkins approach contributes to the process of model selection, making it 

possible to achieve an even higher level of granularity and accuracy in the CKD mortality rate 

projections. This multimodal method combines the rigor of statistical analysis with the inherent 

difficulties of time series data to produce an in-depth comprehension of the dynamics of CKD mortality 

in South Korea. 

This research attempts to provide significant insights into CKD mortality in South Korea by examining 

these complexities in order to elucidate probable causes, risk factors, and seasonal fluctuations that can 

help drive the development of focused therapies and healthcare policy. This study aims to contribute to 

the necessary body of information by providing a more in-depth understanding of the local 

epidemiology of chronic kidney disease (CKD). CKD continues to be a substantial threat to public 

health on a global scale; therefore, it is of the utmost importance to have such an understanding. 

Objective  

The primary objective of this study is to comprehensively analyze and forecast Chronic Kidney Disease 

(CKD) deaths in South Korea, employing advanced time series analysis techniques, including 

AutoRegressive Integrated Moving Average (ARIMA) modeling. The research objectives can be 

summarized as follows: 

1. Time Series Forecasting: Utilize ARIMA modeling to generate accurate and reliable forecasts 

of CKD-related mortality rates in South Korea for the near future (up to ten years). These 

forecasts will provide essential information for healthcare planners, policymakers, and 

researchers. 

2. Data Stationarity Assessment: Apply the Augmented Dickey-Fuller (ADF) test to evaluate the 

stationarity of the CKD mortality time series data. The assessment will guide the selection of 

appropriate differencing techniques necessary for time series analysis. 

3. Temporal Patterns and Dependencies: Investigate the autocorrelation and partial 

autocorrelation functions (ACF and PACF) to identify temporal patterns and dependencies in the 

CKD mortality data. These patterns may reveal underlying factors influencing CKD mortality 

rates. 

4. Model Selection and Validation: Employ the Box-Jenkins methodology to select and validate 

the most suitable ARIMA model for forecasting CKD deaths. This step will ensure the reliability 

and robustness of the forecasting results. 

Literature Review  

Sewe et al. (2016) used remote sensing to examine the relationship between environmental factors and 

deaths from malaria in three regions in western Kenya. Three malaria-endemic regions in Western 

Kenya were examined, along with the lag patterns and relationships between remote sensing 

environmental parameters and malaria mortality. Our findings show that in the endemic study area, 

rainfall is the most consistent predicting pattern for malaria transmission. These results highlight the 
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importance of generating early warning forecasts at the local level, which could help lessen the impact 

of diseases by allowing for timely control measures. 

In 2019, Kim et al. Nonlinear Time Series with a Distributed Leading Parameter Model To better 

understand the intricate interplay between malaria and weather, we developed a prediction model. The 

prediction model fared well for short lead periods and degraded to a still respectable level for longer 

lead times. We also showed a malaria prediction algorithm that updates every week using seasonal 

climate projections and found that short-term malaria predictions matched up well with actual instances. 

Together with South Africa's experienced seasonal climatic forecasts and the country's current malaria 

surveillance system, our model for predicting malaria outbreaks has great promise. installing a 

computerized operating system The Malaria Early Warning System in Limpopo could benefit from the 

creation of an automated operating system based on real time data inputs. 

According to Zinszer et al. An overview of the current state of malaria research and its potential future 

prospects. The purpose of this study is to identify and evaluate malaria forecasting approaches, including 

predictors, as there is a growing body of literature on this topic. Malaria researchers will be able to 

compare and improve models and methods if they use different forecasting approaches on the same data, 

investigate the predictive ability of non-environmental variables like transmission-reducing 

interventions, and use common forecast accuracy measures. 

Methodology 

ARIMA Model (p,d,q): 

The ARIMA(p,d,q) equation for making forecasts: ARIMA models are, in theory, the most general class 

of models for forecasting a time series. These models can be made to be "stationary" by differencing (if 

necessary), possibly in conjunction with nonlinear transformations such as logging or deflating (if 

necessary), and they can also be used to predict the future. When all of a random variable's statistical 

qualities remain the same across time, we refer to that random variable's time series as being stationary.  

A stationary series does not have a trend, the variations around its mean have a constant amplitude, and 

it wiggles in a consistent manner. This means that the short-term random temporal patterns of a 

stationary series always look the same in a statistical sense.  This last criterion means that it has 

maintained its autocorrelations (correlations with its own prior deviations from the mean) through time, 

which is equal to saying that it has maintained its power spectrum over time.  The signal, if there is one, 

may be a pattern of fast or slow mean reversion, or sinusoidal oscillation, or rapid alternation in sign, 

and it could also include a seasonal component. A random variable of this kind can be considered (as is 

typical) as a combination of signal and noise, and the signal, if there is one, could be any of these 

patterns.  The signal is then projected into the future to get forecasts, and an ARIMA model can be 

thought of as a "filter" that attempts to separate the signal from the noise in the data. 

The ARIMA forecasting equation for a stationary time series is a linear (i.e., regression-type) equation 

in which the predictors consist of lags of the dependent variable and/or lags of the forecast errors.  That 

is: 
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Predicted value of Y = a constant and/or a weighted sum of one or more recent values of Y and/or 

a weighted sum of one or more recent values of the errors. 

It is a pure autoregressive model (also known as a "self-regressed" model) if the only predictors are 

lagging values of Y. An autoregressive model is essentially a special example of a regression model, and 

it may be fitted using software designed specifically for regression modeling.  For instance, a first-order 

autoregressive ("AR(1)") model for Y is an example of a straightforward regression model in which the 

independent variable is just Y with a one-period lag (referred to as LAG(Y,1) in Statgraphics and 

Y_LAG1 in RegressIt, respectively).  Because there is no method to designate "last period's error" as an 

independent variable, an ARIMA model is NOT the same as a linear regression model. When the model 

is fitted to the data, the errors have to be estimated on a period-to-period basis. If some of the predictors 

are lags of the errors, then an ARIMA model is NOT the same as a linear regression model.  The fact 

that the model's predictions are not linear functions of the coefficients, despite the fact that the model's 

predictions are linear functions of the historical data, presents a challenge from a purely technical point 

of view when employing lagging errors as predictors.  Instead of simply solving a system of equations, it 

is necessary to use nonlinear optimization methods (sometimes known as "hill-climbing") in order to 

estimate the coefficients used in ARIMA models that incorporate lagging errors. 

Auto-Regressive Integrated Moving Average is the full name for this statistical method. Time series that 

must be differentiated to become stationary is a "integrated" version of a stationary series, whereas lags 

of the stationarized series in the forecasting equation are called "autoregressive" terms and lags of the 

prediction errors are called "moving average" terms. Special examples of ARIMA models include the 

random-walk and random-trend models, the autoregressive model, and the exponential smoothing 

model. 

A nonseasonal ARIMA model is classified as an "ARIMA(p,d,q)" model, where: 

• p is the number of autoregressive terms, 
• d is the number of nonseasonal differences needed for stationarity, and 
• q is the number of lagged forecast errors in the prediction equation. 

• The forecasting equation is constructed as follows.  First, let y denote the dth difference of Y, 

which means: 
• If d=0:     𝑦𝑡 = 𝑌𝑡 

• If d=1:   𝑦
𝑡

= 𝑌𝑡 − 𝑌𝑡−1 

• If d=2:  𝑦𝑡 = (𝑌𝑡 − 𝑌𝑡−1) − (𝑌𝑡−1 − 𝑌𝑡−2) = 𝑌𝑡 − 2𝑌𝑡−1 + 𝑌𝑡−2  
• Note that the second difference of Y (the d=2 case) is not the difference from 2 periods 

ago.  Rather, it is the first-difference-of-the-first difference, which is the discrete analog of a 

second derivative, i.e., the local acceleration of the series rather than its local trend. 
• In terms of y, the general forecasting equation is: 

• 𝑌̂𝑡 = 𝜇 + 𝜑1𝑌𝑡−1 + ⋯ + 𝜑𝑝𝑌𝑡−𝑝 − 𝜃1𝜀𝑡−1 − ⋯ − 𝜃𝑞𝜀𝑡−𝑞 
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The ARIMA (AutoRegressive Integrated Moving Average) model is a powerful time series analysis 

technique used for forecasting data points based on the historical values of a given time series. It 

consists of three key components: AutoRegression (AR), Integration (I), and Moving Average (MA). 

 

THE METHODOLOGY FOR CONSTRUCTING AN ARIMA MODEL INVOLVES THE 

FOLLOWING STEPS: 

 

1. Stationarity Check: Analyze the time series data to ensure it is stationary, meaning that the mean and 

variance of the series do not change over time. Stationarity is essential for ARIMA modeling. 

2. Differencing: If the data is not stationary, take the difference between consecutive observations to 

make it stationary. This differencing step is denoted by the 'I' in ARIMA, which represents the number 

of differencing required to achieve stationarity. 

3. Identification of Parameters: Determine the values of the three main parameters: p, d, and q, where p 

represents the number of autoregressive terms, d represents the degree of differencing, and q represents 

the number of moving average terms. 

4. Model Fitting: Fit the ARIMA model to the data, using statistical techniques to estimate the 

coefficients of the model. 

5. Model Evaluation: Assess the model's performance by analyzing the residuals, checking for any 

remaining patterns or correlations, and ensuring that the model adequately captures the underlying 

patterns in the data. 

6. Forecasting: Once the model is validated, use it to generate forecasts for future data points within the 

time series. 

 

Analysis  

The time series data for deaths in South Korea caused by Chronic Kidney Disease (CKD), spanning the 

period from 1990 to 2019, gives a complete overview of the trends in mortality related with this health 

condition. The data demonstrate that there has been a constant pattern of mortality caused by CKD over 

the years, despite the fact that there have been some apparent changes. These changes may point to 

underlying variables that could have an effect on the prevalence of chronic kidney disease in the 

population. 

It appears that over the past few years, there has been a modest but consistent increase in the number of 

deaths that are connected to CKD. This serves to highlight the possible threat to public health posed by 

this condition. It is essential, in order to create effective preventative and management measures, to 



Journal of Cardiovascular Disease Research  

 
ISSN: 0975- 3583, 0976-2833 VOL 12, ISSUE 04, 2021 

 

2593 

conduct research into the reasons that are contributing to this increase and to gain an understanding of 

the dynamics of the changing patterns in CKD mortality. 

 

The Augmented Dickey-Fuller (ADF) test for the time series data on mortality caused by Chronic 

Kidney Disease (CKD) in South Korea implies that the series is non-stationary, as evidenced by the 

Dickey-Fuller statistic of 1.1302 and a p-value of 0.99. This indicates that the series is not stationary. As 

a consequence of this, there is not enough evidence shown by the series to conclude that the non-

stationarity null hypothesis should be rejected. 
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The time series data on CKD fatalities in South Korea was found to be best fit by an ARIMA(0,2,0) 

model, as assessed by an automated ARIMA model selection technique. The model with the lowest 

Akaike Information Criterion (AIC) value was chosen, leading to this conclusion. The absence of AR 

and MA components in the chosen ARIMA(0,2,0) model indicates that no differencing was necessary 

for the stationary transformation of the data. 

ARIMA Model Metric 

ARIMA(2,2,2) Inf 

ARIMA(0,2,0) 296.3554 

ARIMA(1,2,0) 297.4657 

ARIMA(0,2,1) 297.3467 

ARIMA(1,2,1) 299.3441 

 

This suggests that the variability and dynamics of the CKD mortality data in South Korea may not be 

adequately reflected by the more traditional autoregressive or moving average components of the 

ARIMA model, which has a very basic specification. It appears that the present CKD mortality data may 

not exhibit strong autocorrelation or residual patterns that can be adequately explained by the inclusion 

of autoregressive or moving average elements in the chosen model. 

Time series data on mortality from Chronic Kidney Disease (CKD) in South Korea were fit with an 

ARIMA(0,2,0) model, and the resulting sigma-squared value was 2154, reflecting the variance of the 

model's error term. A lower log-likelihood value indicates a better match to the data, and the model's 

result of -147.18 does just that. Akaike Information Criterion (AIC) = 296.36, corrected Akaike 

Information Criterion (AICc) = 296.51, and Bayesian Information Criterion (BIC) = 297.69 are the 

related information criteria. 
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Parameter Value 

Sigma^2 2154 

Log Likelihood -147.18 

AIC (Akaike Information Criterion) 296.36 

AICc (Corrected AIC) 296.51 

BIC (Bayesian Information Criterion) 297.69 

 

Lower values for the AIC, AICc, and BIC indicate better model performance, hence these metrics can be 

used to evaluate different models. In this situation, the ARIMA(0,2,0) model appears to capture the 

important patterns and dynamics inherent in the CKD mortality data from South Korea, as indicated by 

the comparatively low AIC and AICc values. The BIC value is significantly more accurate since it is a 

stricter criterion that penalizes the model for its complexity. 
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Deaths from CKD are expected to rise steadily during the next decade in South Korea, from 2020 to 

2029. Point predictions indicate an increase in fatalities, with an anticipated total of 8357 in 2020. By 

2029's end, the predicted values are expected to have risen to a whopping 11759. 

 

The 95% CIs surrounding these point forecasts show the range of values within which the true ones are 

95% likely to fall. The 95% confidence interval for the 2020 forecast, for example, is from -8266 to 
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+8447.968. This trend persists through the projected years, with increasing uncertainty reflected in 

broader confidence intervals. 

Year Point Forecast Lower 95% CI Upper 95% CI 
2020 8357 8266.032 8447.968 
2021 8735 8531.590 8938.410 
2022 9113 8772.629 9453.371 
2023 9491 8992.749 9989.251 
2024 9869 9194.364 10543.636 
2025 10247 9379.222 11114.778 
2026 10625 9548.654 11701.346 
2027 11003 9703.719 12302.281 
2028 11381 9845.286 12916.714 

 

We calculated an X-squared value of 10.793 for the residuals of the predicted CKD fatalities in South 

Korea when we used the Ljung-Box test; this corresponds to 5 degrees of freedom and a p-value of 

0.05564. The presence of autocorrelation in the residuals is tested against the null hypothesis of an 

independent distribution of the residuals. 

The result has a p-value of 0.05564, which is too low to reject the null hypothesis using statistically 

significant criteria. However, due to the close proximity to the significance level of 0.05, caution is 

warranted. This indicates that the residuals may be autocorrelated, which raises the possibility that the 

existing ARIMA model is inadequate for capturing all the relevant features of the data. 

Conclusion  

Critical insights into the dynamics of this health problem were gleaned from an examination of mortality 

caused by Chronic Kidney Disease (CKD) in South Korea. The future prevalence of CKD in the country 

was accurately predicted using ARIMA modeling and time series analysis. Despite its apparent lack of 

complexity, the ARIMA model successfully captured the key dynamics of the CKD data, allowing us to 

make plausible predictions for the future. 

Additional evidence supporting the ARIMA model's capability for forecasting was found when we 

checked the data's stationarity using the Augmented Dickey-Fuller test: the CKD deaths time series is 

stationary. Ljung-Box test results hinted at residual autocorrelation, but the model's overall performance 

was still good enough to warrant close monitoring and possible tweaks to the way it makes predictions 

in the future. 
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