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Abstract 

Drought Prediction is to be focused of great importance for India. Drought can be Predicted using the 

amount of rainfall data. Two types of predictions can be done, they are – Long term Predictions: 

Predict rainfall over few weeks/months in advance. Short term Predictions:  Predict rainfall a few days 

in advance in specific locations. Indian meteorological department provides forecasting data required 

for the project. In this Paper we are planning to work on long term predictions of rainfall. The main 

motive of the paper is to predict the amount of rainfall in Particular division and state whether the 

drought will occur or not in advance. We predict the amount of rainfall using Multiple Linear 

Regression(MLR) which is a branch of AI by using the past dataset. 

Keywords:  AI(Artificial Intelligence),MLR(Multiple Linear Regression),Data set  

 
 

INTRODUCTION 

Forecasting future events in a region is an significant first step for funding sustainable solutions to 

water management and risk assessment of drought occurrences. However, it remains a multifaceted 

task, because of the random character of precipitation field, which is the elementary variable commonly 

used for drought assessment. Drought, in fact, is a usual recurrent feature of climate occurring in all 

climatic zones and it originates from a deficiency of precipitation over a given period of time. In Short 

time, characterize meteorological drought, while longer time, hydrological drought. The methods 

involved can be further analyzed and processed by using machine learning approaches.[2][4][5][10][12] 

 

The system uses the MLR (Multiple Linear Regression).It is used to predict the value based on the 

value of two or more other variables.[3][6][11][13][12]The variable we want to predict is called the 

dependent variable. The variable we are using to predict the value of dependent variable are called the 

independent variables. [14][15] 
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II.LITERATURE REVIEW 

 
Various researches have been done for drought prediction using different data sets and 

methodologies. This research is done prior to taking up the project and understanding the 

various methods that were used previously. This study helped to identify the benefits and 

drawbacks of the existing system. 

 

A. Norbert A Agana and Abdouah Hamifar in“A Deep Learning based approach for long 

term drought prediction” This paper observed into the drought prediction problem using a 

deep learning based approach. They proposed a deep belief network (DBN) for long-term 

drought prediction and compared its performance to that of standard MLP and SVR 

models[16][17][18]. The DBN model was found to provide better prediction results, 

recording lower prediction errors compared to MLP and therefore can be more reliable 

andefficient[19][20][21]. 

 
B. Daniel Hong and kee An Hong in“Drought forecasting using MLP neural networks” 

This paper proposes an idea to develop the SPI with longer duration time scale can be 

predicted more accurately than shorter series data. In short, the 9 month SPI values are 

predicted more accurately than those 3 and 6 months using the MLP neural 

networkmodel[22][23]. 

 
C. Tin Huang,Hong-ling Li and Lin Qiu “Reasearch on Predicting drought bassed fuzzy 

sets and R/S analysis model” This paper proposes an idea to develop the fuzzy set and R/S 

analysis model predicting the year of occurrence of agricultural drought has good accuracy. 

Then, the years of 2006 and 2008 also used as new information and added into the new time 

line series. Then they predicted the next drought year is 2011. 
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III. PROPOSED SYSTEM 

The proposed system is designed for the purpose: The new proposed system is to predict the drought 

all over India because there is only very less predictions available for Indian data set and make further 

processing for approximate desired results. We are going to use AI(Artificial Intelligence) for 

predicting drought. Machine learning is the subset of AI where we teach machine to learn by itself 

without the help of any external source. In machine learning we teach the mission to learn from 

previous  data  and  try  to  improve  its  result  in  future  by  taking  lessons from its previous 

decision. The drought is predicted using LR (Linear Regression) which comes under supervised is 

one of the machine learning approaches. 

 

IV. WORKING PRINCIPLE 

 

A data is converted to a correct format to conduct experiments. Good analysis of data and observe 

variation in the patterns of rainfall are done. We try to predict the average rainfall by untying data 

into training and testing. For prediction we formulated data in the way, the rainfall in the last three 

months. We try to forecast the rainfall in the next consecutive month and state whether the drought 

will occur or not. For experiments we used 80:20 training and test ratio. Testing metrics used is 

Mean Absolute Error to train the models. It also shown the amount of rainfall actually and predicted 

with the histogram plots. The training is done on complete data set and observed mean and standard 

deviation written, first one represents ground truth, and second one representspredictions 

 

V. SYSTEM ARCHITECTURE 

Fig.1 Steps for Prediction 

 

 

 

 

 

 

 

VI. LINEAR REGRESSION ALGORITHM 

Linear Regression is a machine learning algorithm built on supervised learning. It performs a 

regression task. Regression models a object prediction value based on independent variables. It is 

frequently used for finding out the relationship between variable (x).  So, this regression technique 

discoveries out a linear relationship. 

 

A. Hypothesis Function of Linear Regression: 
 

 

 

While training the model we are given: 

x: input training data (univariate – one input variable(parameter))  

y: labels to data (supervised learning) 

When training the model, it turns the best line to predict the value of y for a given value of x. The 

model develops the best regression fit line by finding the best θ1 and θ2 values. 
θ1: intercept 
θ2: coefficient of x 
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B. Linear Regression with Python: 

Before moving on, we encapsulate 2 basic steps of Machine Learning as per below: 

1. Training 

2. Predict 

We used 4 libraries such as numpy and pandas to work with data set, sklearn to implement 

machine learning functions, and matplotlib to envision our plots for viewing. 

 

C. Data Set:  

 

The rainfall data of India is obtained from kaggle dataset. 

 
D. Code: 

data = pd.read_csv("/content/drive/My Drive/rainfall in India 19 01-2015.csv",sep=",") 

 

E. Code Explanation: 

dataset: the table contains all values in our csv file. 

X: the dependent Variable 

Y: the independent Variable 

 

F. Testing and Training: 

Next, we have to split our dataset (total 36 observations) into 2 sets: training set which used for 

training and test set which used for testing. 

After train set and test set, now we have to build the Regression Model 

Regressor = LinearRegression():Our training model which will implement the Linear Regression. 

Fig.2 Graph of input dataset 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.3Testing and training of the year 2005 
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Fig.4 Testing and training of the year 2010 

 

 

 

In conclusion, with Simple Linear Regression, we have to perform 5 steps as per below:  

1. Importing thedataset. 

 
2. Splitting dataset into two sets: training set and testing set (2 dimensions of X and Y per each set). 

Normally,the testing set should be 5% to 30% ofdataset. 

 

3. Visualize the training set and testing set todouble check (you can bypass this step if youwant).  

 
4. Initializing the regression model and suitable it using training set (both X and Y) 

 
5. Predict theoutput. 

 

VII. EXPERIMENTAL RESULTS ANDDISCUSSIONS 
 

 
As we have concentrated in long term predictions. The rainfall can 
be predicted few weeks/months in advance. So it helps farmers in 

taking decision about cultivation of crops few months before. It also 

helps government to be planned and prepared for future dry events. 
 

VIII. CONCLUSION 

The progress in technology is a nonstop process. New technology is 

being invented and updated on a daily basis. Hence this system can 

predict drought using one of the machine learning approaches which 

is the subset of AI 

IX. FUTURE SCOPE 

● We can predict drought more accurately using the upcoming 

technologies. 

● We can create an app which helps the farmers for deciding the cultivation of crops during drought  

● In future we can be more specific by determining the results of drought prediction over districts in each 

state. 
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